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**Facebook Has Serious New Suicide Prevention Tools**



By: [Rebecca Vipond Brink](http://www.thefrisky.com/author/rebecca-vipond-brink/) / February 27, 2015

Yesterday, Facebook announced new measures to help users who might be at risk for self-harm. It’s become [too common](http://www.rollingstone.com/music/news/josh-gracin-posts-suicide-note-on-facebook-20140815) that we [hear stories](http://www.inquisitr.com/1516990/kate-von-roeder-death-transgender-woman-leaves-heartbreaking-suicide-note-on-facebook/) about [Facebook users](http://www.thesmokinggun.com/documents/suicide-note-on-facebook-453129) who speak to their distress and end up hurting themselves or worse, and in the meantime, their friends don’t know what to do.

[Facebook’s new tool](http://www.dailydot.com/technology/facebook-safety-suicide-prevention/) will allow friends to report statuses that are alarming or concerning. The post will be reviewed by a member of Facebook’s safety team, and then the distressed user will be sent a message from Facebook, alerting them that a friend reported their status and urging them to talk to someone from the National Suicide Prevention Lifeline, or reach out to a friend.

You might recall the failed [Samaritans Radar](http://www.thefrisky.com/2014-10-29/the-samaritans-radar-app-tracks-people-with-emotional-disorders-on-twitter-and-possibly-puts-them-at-risk/) app, a well-intentioned effort to identify tweets that indicated a chance of self-harm. The problem was that Radar allowed people to sign up to monitor their friends’ Twitter accounts, but didn’t ask those friends for permission to be monitored. At any time, a Twitter user who is struggling emotionally could have been tracked by *anyone*, and they wouldn’t know. Beyond the fact that it took away their agency and was an invasion of privacy, Radar was also potentially going to make it really easy for online bullies to identify people who are struggling and troll them into self-harm.

Facebook’s measures seem, in theory at least, to be a marked improvement on the model. Any status that’s reported to the safety team will have been offered voluntarily by the distressed user. There’s no tracking or monitoring function; it’s only used if a friend notices the status and sees cause for concern. It’s reviewed before anyone is contacted, and when they’re contacted, it’s a pre-planned message of support, stating that a friend was concerned, that the user isn’t alone and Facebook offers help for many people, and, probably most importantly, asking them what they would like to do, the options being “Talk to someone,” “Get tips and support,” or “Skip this.” Everything is voluntary, everything is opted in, and the person who’s struggling maintains their agency.



We’ll see how it actually works, if it helps to prevent episodes of self-harm or makes Facebook a better experience. Most of the time, I have very few good things to say about Facebook, but this one seems like a genuine win.